
•  Users	get	an	account	to	access	the	head	machine	
“openpower.cgrb.oregonstate.edu”	using	SSH/SCP/SFTP.		
	

•  Users	can	submit	jobs	using	the	SGE	based	scheduler	
system.		
	

•  Users	can	get	command	line	access	to	individual	
processing	machines	with	GPU	processing	and	CAPI	NVMe	
cards	on	processing	hardware.	
	

•  Users	can	request	more	resources	if	needed	by	responding	
the	email	generated	when	their	account	was	created.		
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•  Use	“SGE_Avail”	to	determine	what	computaSonal	resources	are	available	to	
your	account.		
	

•  Submit	jobs	with	“SGE_Batch”	using	quotes	around	the	command	you	want	to	
run	
	

•  Use	“qstat”	to	monitor	jobs	that	have	been	submiTed	to	the	cluster.	
	

•  If	you	would	like	to	directly	access	a	machine	with	a	GPU	use	“qrsh”	to	check	
that	machine	out.		
	

•  Programs	and	tools	are	located	under	“/local/cluster”	mount	point.	
	
	

•  Tensorflow	and	other	tools	can	be	accessed	through	miniconda	or	can	be	
installed	by	the	user.		

Running	Jobs	on	the	OpenPOWER	GPU	
Development	Infrastructure	
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